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This draft attempts to provide an introduction to behavioral economics for the general public, for beginning students in economics, and for more advanced students of economics who might want to begin with an overview before turning to articles in professional journals. The three appendices would add some interesting material but the 10-15 additional pages might increase the size of presentation too much for the intended audience. This draft is a shorter but updated version of Schwartz, Rationality Gone Awry? Decision Making Inconsistent with Financial and Economic Theory (Praeger, Westport, CT and London, 1998, paperback 2000).

1.Introduction

Mainstream economics has made major advances in explaining human behavior—extending beyond the field of economics itself. Incentives certainly matter, as the surpise best seller, Freakonomics makes clear. The assumptions of economics have kept the analyses manageable and most seem sensible for the long run, and especially with respect to business and investment. Mainstream economics begins by assuming that individuals and their organizations attempt to do the best possible—and that it is feasible to achieve that goal.  It assumes that people are self-interested, reasonably well-informed (with a desire to fill key informational gaps), and that they possess sufficient reasoning ability to solve simple optimization problems and seek appropriate help in resolving more complex ones where the benefits for doing so are large relative to the costs. Another key assumption is that the more competitive the market structure, the more likely that those who survive will be the ones who have been most nearly able to optimize; the market will see to that, whatever the inclinations and capabilities of individuals and individual entities. Rigorous analysis that begins with such simple assumptions provides many useful guidelines for understanding what takes place. Yet all too often, economic forecasts turn out to be unnecessarily mistaken and economic analyses of the past need to be revised.  

To evaluate economic behavior without taking account of the findings of psychology is like dealing with quantitative relationships without using certain readily available techniques of mathematics. Nonetheless, since the beginning of the twentieth century, mainstream economics has done just that. Behavioral economics rests on assumptions about human behavior that come from the findings of psychology, and, as they become available, from the other social sciences and biology, as well as on the analyses of economists who employ the approaches of those disciplines. It endeavors to provide descriptively accurate assumptions about the cognitive abilities and emotional responses of humans in their economic decision making and interactions. Some of the assumptions coincide with those of mainstream economics, but others do not, or they do not in many circumstances. A behavioral approach to economics is essential, not only because the traditional normative model is not entirely realistic—no model ever is—but because the mainstream model does not predict well enough and because its predictions have not been improving much despite major advances in the availability of data, in the creation of programs to deal with data, and in measurement techniques. 

Traditional normative economic theory focuses on efficiency in resource allocation and indicates how to optimize so as to attain that efficiency—which is held to maximize consumer welfare or the potential of that welfare as well. Behavioral economics indicates limits of that normative theory, and employs observed deviations from it to improve economic behavior (without venturing as to whether the improvement approaches optimization or not). In addition, it considers whether there are regularities in the anomalies; ultimately, it endeavors to provide an alternative theory for dealing with real-life economic behavior. The principal standard by which behavioral economics should be judged is whether the more complex approach predicts sufficiently better to justify its additional cost.

2.
The Background

By the beginning of the twentieth century, mainstream economic analysis ignored other disciplines, for the most part. It had not always been that way. Adam Smith, the first modern economist, anticipated at least two of the most important findings of late twentieth century psychologists two decades before writing The Wealth of Nations. Two generations after Smith, another prominent theorist wrestled with psychological considerations, and in the middle of the nineteenth century, John Stuart Mill incorporated conclusions of a political and sociological nature in his work. Following that, several eminent economic theorists adopted the results of the newly emerging field of psychology that were consistent with the assumption of economists that individuals were rational and sought to optimize. Alfred Marshall’s late 19th-early 20th Century treatises seemed to invite the incorporation of findings from the other social sciences, but the tendency to take note of the work of psychologists waned as the studies of the latter began to cast doubt on their earlier conclusions and as the work of Leon Walras gave impetus to the use of mathematics to calculate conditions presumed to reflect economic optimality. By the time of the First World War, J. B. Clark, in whose name the most outstanding U.S. economists under the age of 40 are now honored, lamented that economics could not continue to ignore psychology—it was only a matter of whether economics used good psychology or bad.

Clark’s remarks went unheeded, however. Even speculations of the most prominent American economist of the first half of the 20th Century, Irving Fisher, about the motivations underlying intertemporal decisions could not turn the tide. Avoidance of the other social sciences became even more pronounced by the late 1930s and in the period after the Second World War. It was not that most mainstream economists believed that the assumptions they used reflected human behavior accurately. Rather, as Milton Friedman contended in 1953, they believed the adequacy of economic theory should be judged by its ability to predict; successful economic agents tended to behave as if they took account of all of the factors that economists considered relevant, whether or not those agents were conscious of that behavior, it was insisted. The oft-repeated example: the successful billiards player who was unaware of the relevant laws of physics and mathematics.

There were exceptions throughout the years, but they were not influential. The institutional economists of the late 19th and early 20th Centuries rejected most  mainstream analysis and Thostein Veblen, one of them, wrote insightful works about “conspicuous consumption” and preferences that were dependent on persons other than one’s self. He was regarded as an outsider, however, and the evaluation of what he had done improved only slightly with the related work of James Duesenberry and Harvey Leibenstein in the late 1940s and early 1950s. At the close of the Second World War, psychologist George Katona so doubted the conclusions of mainstream macro analysts projecting a forthcoming recession that he set about surveying what consumers and producers felt and what they planned to do. Those efforts proved so useful that were quickly adopted by the economics profession for macroeconomic projections—but Katona never expounded an alternative theory of economic behavior. At the same time that Friedman was laying down the dicta noted above, Herbert Simon and his colleagues at the management faculty of the then Carnegie Institute of Technology went about interviewing business enterprises and presented analyses on bounded rationality that provided the underlying support for behavioral economic analysis. 

3.
Bounded Rationality

Mainstream economic theory assumes that rationality is complete—that humans are capable of reasoning fully what is in their economic interests—certainly  those who are survivors—and that this is reinforced by the competition of the marketplace. It is assumed that we possess all the necessary information or undertake rational efforts to obtain it. The result is optimization of productive efficiency and consumer welfare (or the potential for consumer welfare), at least over time. Similarly with respect to investors. The studies of Simon and his colleagues dissented and pointed to “slack” in the utilization even of well-allocated resources (a lack of x-efficiency, in the terminology of Leibenstein). Economic agents lack the data, the programs to handle the data, and the cognitive ability to optimize, it was maintained. They are engaged in bounded (limited) rationality, and seek to “satisfice” rather than to maximize. The lack of x-efficiency was verified in many studies and though acknowledged (briefly) in many economics texts, there was generally no effort to explain the phenomenon and the graphs and equations of mainstream analysis remained unchanged. The concept of bounded rationality was introduced into mainstream analysis, but as maximization that was constrained, and that was dealt with quite rationally rather than as the Black Box it was. The notion of satisficing was rejected as too vague to be helpful—though Reinhard Selten, who was to win a Nobel Prize for work of a more traditional nature, indicated how satisficing might be dealt with, taking aspirations into account. This was developed more fully later when he became part of the small, but increasing number of prominent theorists who have supported—and, in some cases, provided contributions to a behavioral approach. In the late 1990s, John Conlisk summarized the evidence on bounded rationality, increasingly taken into account in the applied economic analyses even of many mainstream economists. Finally, as the writings of Simon suggest, human beings do not always perceive information accurately, further complicating the issue of economic rationality. People often address themselves to problems that are variants of the ones they actually confront.

The overriding theme of mainstream economic analysis is the tendency for serious inefficiency to be eliminated. The emphasis is on providing guidelines for accomplishing that. Little consideration is given to the cases in which inefficiency is not eliminated, or in which there are long delays in doing so, or to the costs of either. Nor has  there been much consideration of the degree to which a better understanding of the full nature of human behavior would either prepare us to expect economic inefficiency in certain contexts and help us reduce those inefficiencies, or to reconsider whether some of those “inefficiencies” might not be rational in some broader sense. Consider, too, that mainstream economics has provided little of a helpful nature to orient innovation though it assigns great importance to the contribution of that phenomenon over time.

4.
Prospect Theory 

A group known as economic psychologists, mainly European, had been publishing findings contrary to the assumptions of mainstream economic theory for at least a decade, but the most dramatic breakthrough for behavioral economics came in the 1970s with the work of cognitive psychologists known as behavioral decision theorists. In the beginning of that decade, Paul Slovic, Sarah Lichtenstein and colleagues published studies documenting a reversal of individual preferences in the process of decision making, in apparent violation of the transitive behavior assumption so critical to mainstream economic theory (explained in Section 5).  At the same time, Daniel Kahneman and Amos Tversky were writing of heuristics, simple but often relatively efficient mechanisms for determining judgments, and of the biases associated with them. The articles appeared first in psychology journals, and in 1972, a summary, which suggested that decision makers did not always use the most nearly maximizing techniques, was published in the influential journal, Science. At the end of the decade, Kahneman and Tversky published a landmark article in the prestigious economics journal, Econometrica entitled, “Prospect Theory. An Analysis of Decisions Under Risk.” The name, prospect theory, was given by Kahneman and Tversky to the manner in which they concluded decision makers actually behaved, based on a large number of laboratory experiments. It featured the following characteristics:

First, most individuals reveal positive, but declining marginal utility to additions to income, and prefer outcomes that are certain to those that would only offer the probability of higher income, even when the latter involve a somewhat higher expected value. Those individuals—most people—are risk averters when it comes to the prospects for gains.

Second, when confronted with the possibility of losses, virtually all individuals reveal an inclination to assume risks, or, as they view it, to avoid losses, a phenomenon of loss aversion which studies have shown to be pervasive in human undertakings. People reverse their attitude toward risk, and underweight the opportunity costs relative to what they do when the prospects are for gains. Their attitudes toward risk are not consistent.

Third, individuals tend to make decisions on the basis of the prospects for gain or loss from a given reference point, rather than from consideration of their overall wealth or the statistically probable outcome of a large number of decisions, even when such a large number can be anticipated.

Fourth, the framing of the information is critical; the same information can lead to different decisions, depending on the way in which it is framed, even if it is transparent that the information is identical. Indeed, framing can even determine whether some oucomes are viewed as gains or losses. This clarification of the significance of framing emerged more fully in subsequent studies.

Kahneman and Tversky maintained that decision makers continue to act in this manner, even given financial incentives to behave more optimally. Note that prospect theory does not deal with choices which, even when the likelihood is for gain, preferences are risk neutral or risk taking. That would seem to be the case, for example, for entrepreneurs, who have been largely absent from the usual participants in economics and psychology laboratory experiments (and to the extent that they have been present—in small numbers—have not been separated out for special consideration).

5.
Preferences

Mainstream economic analysis has come to give more weight to the potential for shifts in preferences over time, due especially to continuing exposure and learning, but preferences are assumed to be relatively stable, particularly in the short run. Choices are assumed to reflect relative prices and preferences, given the budget constraint. Nonetheless, in an experiment more than three decades ago, Slovic and Lichtenstein undermined this basic exposition, showing that given a choice between a low probability of a high return and a high probability of a low return, both with similar expected value, and then the opportunity to then sell those two options, most of those who said that they preferred the first option, assigned a higher price to the second, and vice versa for those who stated that they preferred the second option. The surprising results were substantiated later in an experiment in a casino. The findings of  preference reversal was challenged by economists—but they found that most participants in their experiments also revealed reversals of preferences. The psychologists attributed the result to the fact that different heuristics (calculation short cuts) have different biases; Use of the word, “probability” triggered a different response heuristic than that of the word, “price.” 

All this set off a debate on the validity of economics’ key assumption about transitivity, and it opened the door to reconsideration of the assumptions about preferences. Individual examples, reinforced by laboratory experiments, underscored the fact that choices were sometimes made between alternatives, one or more of which were relatively unknown, and for which preferences really had not yet been formed. Some preferences must then be the result of what is experienced after choices are made—i.e., some preferences are malleable even in the short run. This work on the “construction of preferences” is cited by behavioral economists, but not yet truly taken into account. It would seem to have major implications for the analysis of economic welfare.

6.
Anomalies

The apparent violation of transitivity was characterized as an anomaly—a finding inconsistent with economic theory. Ad hoc observations have been reinforced by numerous laboratory experiments and other empirical analyses revealing an extraordinary catalogue of anomalies. Most of these are predominantly short or intermediate term phenomena, but some prevail over the long run. The anomalies can be catalogued as violations to what Richard Thaler characterized as fifteen principles of  the rationality of mainstream economics, as follows:

1.Cancellation—the choice between two options depends only on the difference between the options, or on the states in which the options yield different outcomes; when one option is preferred to another, the same preference will hold if the same amount is added to both or subtracted from both.

2. Expectation—the utility of an outcome is weighted by its probability, and that if uncertainty is involved in two equivalent alternatives, the origin of the uncertainty should not influence decision choices.

3. Risk Aversion—the utility function for wealth is concave and risk averse, there is a diminishing marginal utility of wealth.

4. Asset Integration—an individual’s utility is determined by the final stages of a transaction or set of transactions specified in advance to be interrelated, not by adding up the utility at intermediate stages, and that wealth is the gauge of value.

5. Preference Ordering—at any time, preferences are transitive and independent of the method used to elicit them.

6. Invariance—choices between options are independent of the way in which they are described.

7. Dominance—if one option is better than a second in every respect, it can be said to be preferred to that second option.

8. Opportunity Costs—willingness to pay equals willingness to sell (in the absence of income effects and transaction costs), i. e., opportunity and out-of-pocket costs are equal.

9. Marginal Analysis—choices are made to equate marginal costs and marginal benefits.

10. Sunk Costs—fixed, historical and other sunk costs do not influence decisions about the future.

11. Fungibility—money is spent on its highest valued use.

12. Domain of Utility—the willingness to pay for a good depends only on the characteristics of the good, not on the perceived merits of a deal.

13. Economic Opportunities—all legal economic opportunities for gains will be exploited.

14. Rational Expectations—probabilistic judgments are consistent and unbiased.

15. Bayesian Learning—probabilistic judgments are updated by the appropriate use of established statistical techniques.

(This classification may have to be modified for presentation to the general audience at which this material is now aimed—or placed in an appendix.)

To this list should be added the consistency of decisions over time (considered in Section 8). Experiments have added to ad hoc examples to reveal exceptions to all fifteen principles of economic rationality, and while this evidence is what gave rise to the explosion of interest in behavioral economics, many of the exceptions are now so well recognized that a summary is left to Appendix A. Just one piece of evidence from common observation, to begin with—the inclination of individuals to tip, and often to tip as much in out-of-the-way restaurants to which they never expect to return as in restaurants to which they return regularly and from which they expect particularly good service. Unfortunately, there has not been much effort to indicate the relative frequency with which the tenets of economic rationality are violated, the ease or difficulty of overcoming the anomalies, nor the contexts in which the anomalies are both frequent and difficult to overcome. The only qualification to this has come from lab tests involving precise repetition of the options, in which case the anomalies have been eliminated or reduced after several trials. Unfortunately, there are not yet any indications whether (or to what degree) the same holds for repeated situations in which there are some variations in context, as in real life. Moreover, most laboratory experiments have been made with students, not businesspersons, investors or actual consumers, and no efforts have been made to determine if experiment participants make the same decisions in real life contexts as they do in laboratories (admittedly, much more difficult to assess).

In the 1970s Kahneman expressed his doubts about the ability to substantially reduce anomalies and attain more nearly optimal solutions. The evidence reveals a mixed picture. Some anomalies such as money illusion, the failure to properly take inflation into account, continue despite the institution of mechanisms which should have helped to eliminate most such mistaken judgments (though the money illusion seems less than in earlier times). To a degree, this reflects error, but sometimes it may also reflect the particular definition economics has given to rationality or the fact that consideration of nominal rather than real money changes is sometimes a useful heuristic or calculation short cut that may be quite rational in view of deliberation costs. Certain financial anomalies such as the tendency for investors to sell stock market “winners” too soon and to hold on to “losers” too long, remain quite serious. Nonetheless, while some anomalies seem to persist, on-going publicity of and commentary about certain anomalies has reduced the occurrence of others. The Winner’s Curse, the tendency of those who win auctions to pay more than reasonable economic value, first noted by petroleum geologists, is an example of that, along with the  “January Effect,” whereby, for many years, small companies experienced major gains in the New York Stock Exchange in the first month of the year for reasons never well understood. No one seems to be looking into the reasons for these differences in the persistence of anomalies, even though we employ controls to reduce the impact of some tendencies towards “irrational” behavior (as Ulysses did by having himself blindfolded and tied to the mast when his vessel passed the locale of the sirens).  Some of these deviations in our reasoning are made, as Robert Frank has noted, “without regret,” and others which are made “with regret,” do affect decisions about important issues of the day such as the evaluation of ecological alternatives or the implementation of policies based on those evaluations. At the same time, we tend to create separate mental accounts for current spending, savings and investment, and for various activities, and reason consistently only within the context of each mental account.  A striking anomaly at the level of the overall economy is that in recent decades, the compensation of CEOs in the United States has risen dramatically in relation to that of the average employee in their companies and in relation to CEOs abroad, despite the relative decline in the standing of many of the companies at home and in their profitability and value added relative to foreign competition. Estimates vary but in the U. S,, the rise in CEO compensation relative to that of the average employee has been of the order of two-to-five-fold—higher if one takes benefits and subsequent pensions into account—and the rise relative to foreign CEOs has been of the order of double.

7. Heuristics, Context and Biases

Even for those who seek to attain highly favorable results, there are a number of reasons for using heuristics—short cuts for decision making—instead of more precise, optimizing calculations.

To begin with, decision makers may be unaware of the best way to solve many problems even when there clearly is a best way, and they may not have the resources to get others to help them; the deliberation costs may be excessive or people may conclude that they are.

Second, it may not be possible to obtain all the information necessary for an optimizing solution, or to obtain it by the time a decision must be made.

Third, optimization techniques may not yet have been devised for some types of problems. Moreover, most problems with multiple objectives can never lend themselves to unique, optimal solutions. Moreover, heuristics substitute for full consideration of all relevant attributes, which may not be feasible.

Fourth, a decision may be needed before extensive optimization calculations can be completed.

Fifth, the use of rules of thumb may enable a decision maker to keep certain matters secret until it is decided to make the decision known.

Sixth, the problem may not be so much in obtaining the information as in perceiving it correctly by the time the decision has to be made.

Seventh, an extraordinarily large amount of information may overwhelm the decision maker, not only because of the lack of (or unfamiliarity with) programs to handle the data, but because of the emotional character of the particular decision (or the decision maker, at least in the particular context), the emotionally charged formulation of some data, or the state of awareness of the decision maker.

Eighth, decision makers who ordinarily make optimization calculations may be induced (even if only temporarily) to stray from that course by “winning formulas” of others that only seem to be more successful approaches but which are characterized by higher risks and thus are not warranted by rational considerations.

Even if there is but a single objective such as profit maximization, the use of heuristics may be advisable if implementation of that objective presents serious difficulties for any reason (even if only for a limited time), or, more importantly, if the heuristics approximate rather closely what would result from an optimization calculation. 

Of course, overly simple or otherwise incorrect heuristics are sometimes used, and heuristics are used where traditional optimization calculations are feasible as well.

Some heuristics appear to achieve results rather close to those of optimization calculations, but most do not. They involve what Kahneman and Tversky, and most since, refer to as biases. Those heuristics involve deviations from traditional optimizations, but there is disagreement as to whether that is something one should seek to reduce, whether it is just something to take into account, or whether, on the contrary, it reflects a result as good as can be expected in terms of a rationality that is more inclusive than that which economists have ordinarily considered.

Mainstream economics provides a set of tools that are most suitable for dealing with a well defined set of alternatives. Yet, as Richard Nelson and Sidney Winter indicate, exploring a poorly defined choice set such as frequently confronts decision makers, is a vastly different activity than optimizing a clearly enunciated one. Indeed, the first major challenge may arise in the search for the alternatives that comprise the choice set, and even if they are determined, their consequences may not always be fully grasped. Moreover, when it comes to decisions based on evolving technologies, heuristics to aid in horizon scanning may be more valuable than any calculations, as distinguished economists and successful innovators readily concede.

It is necessary to turn to rules of thumb for many judgments. While most rules of thumb may be specific to circumstances, there are general categories of heuristics, and the explanation of these by Kahneman and Tversky set off major inquiry in this area. The initial focus was on Availability, Anchoring and Adjustment, and Representativeness. 

Problems may arise in the acquisition of information, and here, availability, perception, problems related to the frequency of data presentation, the concreteness (and vividness) of information and even the order in which data are presented, all are considerations. The availability biases may arise because the ease with which specifics can be recalled from memory affects judgments about the relative importance of data, leading to overestimation of the probability of well-publicized or dramatic events, and media attention can lead to distorting “availability cascades.” A prominent example of the availability bias is the belief of most people that homicides (which are highly publicized) are more common than suicides, though the reverse is true. Availability cascades can lead to costly overreactions, even in the case of serious incidents such as Upstate New York’s Love Canal pollution and the Alwar insecticide scares of the 1970s. Imperfect perception also can be a problem. It is accentuated by differences in educational background, life experiences, basic personality, context—and importantly, emotional considerations. Even when there is an effort to optimize, and that maximization is possible, it is on the basis of perceived data, which may result in maximization of a problem that varies from the one actually confronted. This is a phenomenon that has not yet received much attention.

Biases in processing the information may begin with incorrect understanding and incorporation of information about probability, including a tendency to assign overly high estimates of probability even to options with the appearance of certainty. Another common occurrence is the tendency to ignore very low probabilities, especially prior to natural disasters, and then, after their occurrence, to exaggerate the probability of their occurrence, even if only temporarily. In addition, errors often arise in applying statistical techniques; there are illusory associations or correlations, too ready a tendency to attribute causality to correlations, inappropriate use of linear extrapolation (and incorrect approaches to estimating nonlinear extrapolation) and failure to incorporate new information correctly in estimating probabilities and making judgments. People have difficulty in applying criteria consistently; in some cases at least, models based on the enunciated criteria of experts predict better than do the on-going judgments of those very same experts.

Recent studies have emphasized the role of heuristics (simplifying strategies) in biasing information processing—although, as noted, some heuristics come close to optimization calculations, at least in certain contexts. One line of the work on simplifying strategies has emphasized attributes and has involved compensatory and non-compensatory decision rules. The other, which has drawn more attention from economists, has emphasized such heuristics as Availability, Anchoring and Representativeness.  The heuristic, Availability, already mentioned in considering the access to information, involves the effect on the weight given to information because of the ease of recall. The legendary mutual fund manager, Peter Lynch, tended to avoid the stocks that most analysts and managers were celebrating because such “availability” increased the likelihood that the shares of those companies were overvalued. The anchoring and adjustment heuristic refers to essentially mechanical adjustment from a starting point such as recent data on inflation or economic growth or, as in certain  experiments, even false data deliberately injected by experiment participants who are “planted” to introduce arbitrary numbers.

The Representativeness heuristic involves judgments of the likelihood of an event or an identification based on its similarity to a class of events or individuals. Use of the representativeness heuristic may fail to take account of relevant “base” information given before a judgment has to be made, or a statistically invalid reliance on small samples (the “law of small numbers”). In an early experiment, participants who were asked to guess the professional affiliation of a group of individuals who were brought before them one after another. Despite being informed in advance of the percentages of the various professions within the group to be evaluated, the experiment participants greatly overestimated the number who were judged to be librarians, influenced as they were by characteristics that they associated with (that were considered representative of) librarians.  Failure to allow for “regression to the mean” (a reversion of individual results towards computed averages) was revealed in a study showing that most observers believed mistakenly in conclusions about the “hot hand in basketball” (Nonetheless, continued belief in the “hot hand” surfaced in the March Madness of 2006 and was severely tested as the George Mason University basketball team defeated several presumably better teams, including two former national champions, finally losing out in the tournament semi-finals as the team’s shooting average declined, reflecting a regression towards the team’s seasonal average). In addition, representativeness lies behind much reasoning by analogy.

Use of most heuristics tends to lead to unwarranted overconfidence. Psychologists and economists have been taking note of other general heuristics as well, perhaps the most notable of which is loss aversion, originally noted as an anomaly in the revelation of fluctuating attitudes toward risk. Loss aversion refers to the tendency of individuals to value strikingly negative outcomes (such as bankruptcy) more than expected values which reflect the probability of those outcomes in making decisions. (Ambiguity aversion, the tendency to avoid choices with ambiguous as compared to just simply unknown information, appears to be a related heuristic.) Heuristics, short cuts to the search for solutions, generally involve biases, and biases that usually differ from one another; there is not yet an acceptable theory of heuristics. Resolution of  most problems requires more than a single heuristic, indeed, usually specific heuristics that take account of the particular context. Beyond that, and perhaps most importantly, while it would be necessary to record data on heuristics and their biases if the latter were to be adequately taken into account and the decision making heuristics improved over time, studies reveal that precise data on the heuristics used and the biases encountered are almost never recorded. Some problems are so complex that they may not be solved reasonably efficiently by heuristics in the time available, but only by a kind of expertise that has been referred to as pattern recognition. That seems to be the way in which Grand Masters function in chess, and their situations involve options that are not nearly as complex as many in business or public life. 

Another aspect that can bias the processing of information has already been noted: the way in which information is framed, with particularly strong differences according to whether the information is framed in a positive or negative manner. (This has long been recognized by trial lawyers and those in marketing.) Finally, the nature of information feedback can influence the evaluation of judgments and the use of the same approach in the future. Hindsight bias, whereby after something occurs, we assume that it had a greater probability of taking place than we ever did before it happened, is important, but other factors enter as well, such as the reliability of the feedback, erroneous recall of reasoning processes, and misunderstanding of chance fluctuations such as the “gamblers fallacy,” in which observers attribute a high expectation for “heads” to appear after a succession of flips of a coin resulting in“tails,” even though the probability for an individual flip of the coin remains 50-50.

8.  Intertemporal Decision Making and Procrastination

Economists have long deemed future benefits to be less valuable than those that are immediately available. This was not only to allow for the fact that present assets have a potential for earning something in the periods ahead, but also because there is a risk that the benefits in times ahead would not materialize, indeed, that the asset would not even survive. Beyond that, for more than half a century, there has been an almost universal tendency to discount future benefits exponentially—at a constant rate for each period. Economists have been doing this without hesitation although Paul Samuelson, who proposed this approach in the 1930s and Tjalling Koopmans, who reaffirmed it in the 1950s, both indicated their serious concerns. 

It is perfectly reasonable for people to value benefits differently in different time periods, of course, and there are even plausible arguments for valuing certain benefits more in a future time period than in the present. Numerous examples and an increasing number of studies have shown that much human behavior corresponds to such patterns. Time preference is in part reflection of individual tolerance for patience, and also reflects the taste for risk taking. Time preference has been shown to vary with intelligence—in that people with high IQs are likely to be more patient than those with lower levels—though there are qualifications to this and there are gender differences, with intelligence making women more patient and men more inclined to take risks. Human preferences are not always consistent. A preference for the future benefits of one object over another in the not-quite-as distant future sometimes shifts as the dates of the two come closer to realization or as the second object is brought into closer view—i. e., the discount rates implicit in the decisions of people can vary, increasing as the time before payoff grows shorter, reflecting an increasing importance as the time horizon shrinks. They also appear to vary for different types of activity. Also, though less uniformly, the interest rates implicit in choices between time periods change as the amounts involved become larger, with most people willing to take a smaller return for a delay in receiving $1,000 than for $10 or $100. These are the result of empirical studies, not optimization calculations, but they are factors to take into account when dealing in the real world and they may reflect something more than emotional preferences though they clearly reflect that to an important degree. 

Some behavioral economists have shown that there are alternative systems that explain choices over time better than the textbook exponential discounting approach mainstream economics would have us believe is the correct way to proceed, notably discounting that reflects a hyperbola (a hyperbolic discounting function). With hyperbolic discounting, the psychological cost or benefit declines much more sharply with delay than is allowed for with an exponential approach; we tend to choose a larger, later reward over a smaller, somewhat earlier one when both occur with a substantial delay, for example, but switch to the smaller, earlier reward when the delay falls below some threshold. That approach changes the evaluation of projects; it may be viewed in large measure as a myopic result of emotional factors (rather than the result of the far-sighted planner). Hyperbolic or quasi-hyperbolic models have been used in explaining growth, self regulation, information acquisition, job search, retirement choices, procrastination, addiction, and investment in human capital. Although the hyperbolic and quasi-hyperbolic discounting models appear to explain real economic behavior better than the traditional exponential models, even they reflect only a first approximation to what transpires; it is not clear that the hyperbolic variations best reflect human behavior in a variety of situations. Indeed, economists have not yet attempted to identify which type of activities referred to in this section fall into which classes of classes or the contexts in which they do. Moreover, like the exponential discounting it would replace, hyperbolic models also assume maximization of a utility function with a specific structure and thus miss much of the most important contribution of the psychological decision making process and behavioral economics. Alternative valuations of benefits over time—which may lead to conflicts with the mainstream economic tenet of transitivity—might seem to have most relevance to consumer behavior, especially to the presumably irrational tendency towards procrastination, but there also may be cases of business and investment decision making that call for discounting that is not the same in all periods (and while procrastination is most common at the level of individuals, it also takes place in the marketplace, as the slow reaction of companies like long time mainstay General Motors to change despite the obvious wisdom of doing so makes clear).

9. Empirical Techniques

Most economic data that economists have used, reflect observed (revealed) results or, less frequently, expressed values (as in surveys). This has led to empirical techniques involving statistical analyses, laboratory experiments, simulations, and some case studies. The reasoning underlying decision making and the explanations of economic agents for what has happened has not been given much importance; it has been considered unreliable and relatively unyielding to statistical analysis. Recently, however, a few in-depth, open-ended interview-based studies have caused some behavioral economists to reconsider. The most important of these studies was undertaken by general equilibrium theorist, Truman Bewley, who had become uneasy with the assumptions that mainstream analysis was asking us to work with. There are a number of reasons for including such approaches to the toolkit of economic techniques.

First, studies allowing for open-ended responses can reveal the inadequacy of theoretical assumptions that are manifestly poor indicators of the reasoning processes that underlie decision making, and thus can enable us to do away with a wasteful use of resources in testing those theories. 

Second, while it is true that many interview-based studies may be necessary to provide a firm foundation for new hypotheses about economic behavior, even isolated efforts may uncover explanations that economists have overlooked, leading to the formulation of better explanations about economic behavior—and better economic hypotheses. These may derive directly from the interview responses, or those responses may stimulate economists to construct new hypotheses. Moreover, case studies including in-depth interviews that reflect an improved understanding of decision making have been shown to motivate more successful behavior among those to whom the studies are disseminated.

Third, open-ended interview-based studies may help improve our understanding of the behavior that inhibits successful decision making, and aid in modifying that behavior.

Fourth, by focusing on reasoning processes in real life contexts, the in-depth interview-based studies may enable us to develop hypotheses of how to implement more successfully, the recommendations that accompany good analyses. Implementation difficulties are the undoing of many excellent recommendations. 

Fifth, in-depth interview-based studies may enable us to understand how better to take the biases almost invariably associated with the use of heuristics into account, how to adapt heuristics to different contexts, and, more generally, how to improve performance when lack of time, lack of data, the uncertain direction of technological change, or other dynamic factors prevent recognition of what would be best, not to mention indication of how to go about the calculations to achieve that. 

10. Emotion, Affect and Social Psychology

Some economists, many experts in other disciplines, and most in the general public have long being skeptical of the assumption of economics that rational decision making is simply a cognitive process. Even with the breakthroughs provided by the decision research psychologists, the revised decision making analysis of behavioral economists was overwhelmingly cognitive, at first. The possible role of emotions was acknowledged, but almost always as something that interfered with rational decision making.

Several factors began to change that. First, it has been shown that the role of different heuristics in triggering preference reversal is consistent with different emotions leading to different responses to key terms or concepts employed in alternative presentations—concepts, as in the preference reversal example of Section 6, such as the probability of an option, on the one hand and the price that reflects the value of the option, on the other hand. Second, it was recognized that other areas of psychology such as social psychology also influenced decision making, with attention to finance. Note has been taken of such factors as herding instincts, groupthink, social learning, the response to authority, “momentum” trading and several communication phenomena, perhaps best exemplied by Robert Shiller’s book, Irrational Exhuberance. It has become recognized, moreover, that emotional factors sometimes contribute to rational decision making, to the decision to use cognitive analysis—though emotional factors also could contribute to less rational decisions, decisions that were less in the interest of the decision maker, as has been often emphasized. Finally, a prominent investigator has outlined the role of visceral factors on decision making. Some of these underlie or contribute to what are generally considered as emotional responses, but visceral factors precede more complex emotional factors that also may include cognitive elements. 

Several economists indicated their conviction that psychoanalytic factors explain certain emotions underlying economic behavior. In the mid-1950s George Katona suggested briefly that psychoanalytic as well as psychological forces might play a role, but few economists have endorsed this position—although the behavior of certain prominent executives might seem to substantiate its significance as well as its mere existence. After more than 300 open-ended interviews with business leaders and others to see if the leaders reasoned along the lines of major economic theories in their decisions not to lower wages during the U.S. recession of 1990-91, general equilibrium theorist Truman Bewley concluded that theories including concerns about employee morale provided a better explanation than most of the theories put forth by economists. He explained convincingly that this was so and speculated that it was due in particular to the role of the unconscious. However, the recent focus on the role of the emotions on decision making comes primarily from other quarters—from economist Frank, especially in the book, Passions within Reason. The Strategic Role of the Emotion, from political scientist, Jon Elster, from the economist/psychologist George Loewenstein, and from psychologist Paul Slovic and his colleagues. The next section summarizes recent findings from the emerging discipline of neuroeconomics, which appears to underlie many of the visceral factors and emotions that influence economic behavior. Note, though, that those who have presented evidence indicating that emotional, visceral and cerebral (neural) factors influence decision making are not yet ready to specify the precise role that such factors have on decision making and the degree to which that role is influenced  (and/or can be overcome) by context and efforts to alter the context.

Visceral factors such as hunger, pain thirst, sexual drive and drowsiness differ from emotions in that they are not triggered by beliefs and are not aimed at particular individuals or groups, though this is less true for visceral factors such as fear. Deficiency in visceral factors decrease an individual’s quality of life, chances of survival or likelihood of reproducing, and they appear to have been important in the evolution of human civilization. At present, these tendencies—and the need to take visceral factors into account in rational choice—may be clearer for routine decisions than for more complex ones such as most that concern business or government. Even in the case of the former, there are many cases of overreacting, acting against ones own self-interest, being completely “out of control,” though sometimes aware of that. Most people do not appreciate the influence of visceral factors on current and future behavior and may exaggerate the importance of cognitive processes—although it is also true that some people are too quick, when asked how they made a decision, to respond, “by the seat of my pants,” just to avoid difficult introspective analysis. 

Visceral factors fluctuate and change more rapidly than tastes but they are temporary, correlated with certain circumstances, and thus, are usually predictable, particularly because they function with little or no conscious cognitive mediation. On the other hand, cognitive deliberation, often seen as a source of stability, can be a source of unpredictability. Yet visceral factors can produce a split between what one feels driven to do and what one feels is best to do. Often people cannot remember what visceral states felt like in the past and this leads them to underestimate their influence in the future; when people are strongly affected by visceral factors (when they are in a “hot” state and are acting impulsively) they have difficulty imagining themselves in a “cold” state and miscalculate the speed with which such a state will dissipate, leading to a projection bias.

Strong visceral factors can influence people’s immediate behavior more than they think is justified in normative terms, either beforehand or after those factors have faded, and because visceral factors are transient and not accurately recalled, people tend to underestimate the impact on their behavior. This is despite the sometimes important and long-lasting consequences that they may have for themselves and for society. 

Loewenstein notes several categories of viscerally affected behavior that are of special interest to economics: bargaining behavior, intertemporal choice, motivation and the exertion of effort, self-control and decision making under risk and uncertainty. The latter is said to help explain simultaneous decisions to gamble and to purchase certain insurance, gender and age differences in risk taking and sexually risky behavior. In addition, he discusses actions people employ to manipulate their own visceral tendencies and those of others, beginning with the use of self-control mechanisms. Taking visceral factors into account seems to help explain some behavior that people view as irrational.

Until recently many assumed that visceral factors could be considered as part of emotion, but emotions involve cognitive considerations as well as physiological arousal, and are usually directed towards specific individuals, groups or institutions. Consider anger, hatred, guilt, pride, joy, grief, remorse, surprise, boredom, admiration, love, hope and frustration, but also counterfactual states such as regret. Some emotions are universal, while others seem to be specific to certain cultures. There is disagreement as to the degree to which emotions can be induced and the extent to which they can be controlled. Some examples are advertisements for food products as “natural,” cigarette ads which use that tactic as well as others to minimize the serious risks involved in smoking, ads with smiling faces, and note the often very influential background music of movies. Emotions can improve decision making, in particular where natural choice theory is not able to resolve a situation and where no satisfactory rule of thumb is available, but they can also manipulate and undermine rationality, preventing us from thinking clearly about the consequences of actions. The interaction between emotions and material self-interest can best be seen in a cost-benefit model of emotions and in the economic analysis of regret. Expressions of guilt, shame, revenge, contempt, hatred and indignation are often counterproductive. The variety of emotions we have interact with each other to produce behavior, and emotions can shape preferences and choices in certain contexts.

Recent work by psychologists attempts to provide a conceptual framework for understanding the importance of emotions in guiding judgments and decisions, which they refer to as the affect heuristic. This is especially important in dealing expeditiously with personal attributes (attribute substitution). Affective reactions to stimuli often occur first, automatically, subsequently orienting information processing and judgment. Some affect is present in all perceptions, but this is truer for most everyday matters than for much business and government data. The utility we experience may be colored by feelings of affect that have become associated with certain past events, and this may contrast with a parallel rational processing system involving decision theory. Affect conditions our preferences, which may help explain why our preferences are not always stable even in the short run.

There is a strong relationship between imagery and decision making, ranging from predictions of preferences for investing in new companies to predictions of adolescents to take part in health-threatening and health-enhancing behavior such as smoking and exercise. The precision of an affective impression makes a difference, as does the degree to which the decision involves a comparison. Proportions generally dominate actual numbers in guiding decisions, though if it comes to a matter of saving of lives, the option with the number of lives saved tends to be regarded more than the one with the proportion saved. Warnings are more effective in vivid, affect-laden scenarios than when presented in terms of relative frequencies. There is an insensitivity to probability data when the consequences carry strong affective meaning, as with references to cancer and risks such as nuclear hazards and toxic chemicals. Activities associated with cancer are seen as riskier and more in need of public regulation than activities associated with less dreaded forms of illness, injury or death even if the adverse probabilities of the latter are higher (and are recognized as higher). In certain contexts, small probabilities can carry great weight, perhaps helping to explain the simultaneous election of gambling and insurance. Judgments of risk and benefit are negatively correlated and this does not change much with presentation of evidence to the contrary; the greater the perceived benefit, the lower the perceived risk. Activities that people like are perceived as having low risk even when this is not true. The impact of the availability heuristic may be due not just to the ease of recall, but to recall involving images that bring affect to the forefront. Willingness to Pay for provision of a public good or a punitive damage award in a personal injury lawsuit appears to be influenced by emotional attitudes as much as on indicators of economic value.

11. Neuroeconomics

Neuroeconomics, a subfield initiated by the work of neurologists, explains the basis of at least some of the emotional and presumably all of the visceral factors in economic behavior. Eventually it may help explain all aspects of economic decision making, revealing how we combine cognitive with affective and visceral processes. To do so in an especially helpful manner, it will be necessary to be more specific about the precise role of neurological tendencies and it will be necessary to indicate the degree to which those tendencies can be controlled or overcome in given contexts and with given incentives. It has been found that individuals with greater intelligence seem to lean more towards cognitive rather than emotional solutions, but aside from the problems sometimes caused by this, there are some unfortunate exceptions to it, notably when powerful drives or emotions intervene; the overall phenomena needs to be better documented. Moreover, the extent to which the tendency is influenced by individual experience and expertise, social and cultural and even economic factors is not yet clear. Although neuroscience was triggered by observations of humans with brain damage, economic decision making even of those who are the most successful involves more automatic and emotional processing than we have been inclined to acknowledge. Neuroscience reveals the contributing roles of both automatic and deliberate or controlled processes and should be able to say something about decision making that reflects the kind of pattern recognition (pattern matching) that ones sees in chess and in complex business decisions.

The brain is comprised of a group of mechanisms that usually act consistently, but do not always do so. One group of brain mechanisms responds rapidly but in a relatively inflexible manner to visceral and emotional factors while other brain mechanisms respond to cognitive considerations, usually much more slowly. (Some cognitive brain functions are rapid, however, as in the case of visual perception.) The brain uses multiple specialized systems to perform specific functions. Some responses of a visceral nature, and some of an emotional nature may foster, but others may conflict with cognitive reasoning. The existence of such quick, non-cognitive responses may be due to the contribution they make to human welfare, or that they made to our welfare at some stage of human development.

Neuroscience is the study of the various components of the brain in undertakings including those involving complex decision making. Solutions are influenced by evolutionary considerations but also, in the words of Jonathan Cohen, they “are heavily shaped by the specific circumstances and constraints…of the current…environment.” Our cognitive facilities can be spectacular (witness the ability of Grand Masters in chess to defeat highly sophisticated computers in most trials for many years, and to continue to outperform them in more complex business situations) but they are limited. To begin with, most people can contemplate only one thought-provoking problem at a time, and may be severely constrained in the number of factors that they can contemplate simultaneously regarding that problem. Neuroscientists have only begun to identify and distinguish the pathways of different types of responses to the same emotional stimulus, some of which involve only low-level mechanisms, while others engage higher level systems, though it is clear that the most (perhaps all) cognitive analysis responds to the affective system; probably we are not yet aware of many processes of affect. Neuroscientists need to understand better how particular emotions are engaged and interact with higher level cognitive processes and which emotional responses are likely to lead us astray, and, as Colin Camerer, Loewenstein and Drazen Prelec have phrased it, for example, how environmental cues can trigger craving and increased demand.

At present, neuroscience tracks the activity of specific areas of the brain as various emotions are revealed and as cognitive tasks are performed. Several types of scans are used, principally PET scanning (position emission tomography) and especially fMRI (functional magnetic resonance imaging). The latter of these, which is currently also being used by several economists, infers brain activity by indexing changes in local concentrations of blood oxygen which tracks the blood flow in the brain using changes in magnetic properties due to blood oxygenation, reflecting inputs to neurons and their processing. It reveals correlations between brain activity and a task manipulation or behavioral response, but those correlations do not constitute a definitive estimation of causality. 

Studies suggest that even in a point in time, some preferences depend on the particular conditions in which we find ourselves and the affective responses they trigger. Experiments with ultimatum games reveal that low offers are rejected but this may reflect an optimal reaction in a context in which people interact with a small social group and there is a need to protect ones reputation over the long term (as was particualrly the case in the distant past). Some of the altruistic punishments revealed in trust experiments, may be rational at a group level but may no longer be optimal in a highly structured society with other tests for enforcing fairness at a group level (such as taxes and regulatory controls). Other manifestations of altruism may have evolved over time in response to particular conditions. The different valuation of benefits in different time periods referred to in Section 8, may reflect different brain systems, different neural systems at work, influenced in part by different degrees of self-control. Note, too that we are sometimes motivated to take actions that do not bring any pleasure; there can be a disconnect between wanting and liking. People react to risk emotionally and cognitively—and there are often differences in results, depending on which dominates but it is clear from neurological studies that people understand the difference between risk (which is known in advance) and uncertainty. One study finds that much of the difference in the behavior toward risk in the case of gains and losses uncovered by Kahneman and Tversky can be explained in terms of the amount of neural activity required to select between sure gains and (larger) risky gains, on the one hand, and the only comparable mental effort involved in choosing between a sure loss and a risky one.  Outlying cases such as the “gambler’s binge” are still not adequately understood. Finally, consider that when we have the time, we often make cognitive judgments that conflict with those, perhaps more influenced by affect, which are made quickly, more influenced by the pressure of choice.  

12. Relative Considerations, Social Preferences, Justice and Happiness

Keeping-up-with-the-Jones is a recognized phenomenon but economists have lagged behind those in marketing in attempting to take it into account. “Positional” goods were singled out by Frank and others, and incorporate a major new element into the analysis of demand. Cultural factors, what is socially acceptable and what is regarded as fair, enter into preferences. This emerges from the results of the “ultimatum” and “dictator” games and trust experiments. In an ultimatum game, one player is given a sum of money which that person, referred to as the proposer, is to divide with another individual, the responder, and is allowed to keep the proportion he proposes if the responder accepts the division. These games reveal that individuals will not accept money, even with no strings attached and no labor or risk required on their part, if it represents a division of the proceeds which they regard as unfair. This is a departure from what economists have regarded as rational choice; moreover, the departure appears to hold irrespective of the financial condition of the responder—though that has not really been tested adequately. Procedural fairness is of consequence; considerations of distributional and procedural justice matter—and the message seems to be that fair, indeed, moral behavior is required for success and perhaps survival.

Along similar lines, the trust experiments show that individuals react differently to opportunities according to the trust they have of those with whom they are dealing and according to the motivations that the others have or that they believe the others have (with results also differing in response to identical opportunities according to whether they are presented as coming from a person at hand or an impersonal outside force such as computer generated options). Sanctioning systems can reflect costs to those imposing them, and sanctioning systems for lack of response can yield better results than rewards for response. The laboratory experiments emphasize the importance of reciprocity in eliciting responses (reciprocal cooperation); the message seems to be that neither the self-centered maximizing extreme nor subordination of self-interest to a social group reflect the human behavior that prevails. The extent to which these results revealed in laboratory experiments, usually with relatively inexperienced students, reflect human behavior in real life situations is not yet clear—particulalry in contexts involving stress and adversity. Such results would seem to contradict the tenet of opportunism that underlies mainstream economic theory as well as some of the general assumptions of people. Nonetheless, those responses may reflect responses to small group situations that were important for survival in early human development, and which may not be as relevant for present day economic activity, as noted in Section 11. Beyond that, behavioral economics must consider whether the laboratory findings (or which of those lab findings) are replicated outside the laboratory, in the real life situations of those who take part in the experiments, and, in particular, in business and other situations in which the contexts differ from (and involve much larger stakes than) those of the experiments. What Simon termed enlightened selfishness, which he found in the behavior of corporate subordinates, seems to be a real life approximation to the reciprocal cooperation identified in laboratory experiments (though with some significant differences). 

The studies made by economists of happiness reveal, as most people might have anticipated, that money isn’t everything—that the happiness (or life satisfaction)  that people report increases with income, but only up to a certain point, and that changes are  attributable at least as much to shifts in one’s position relative to others. While that is probably true, the results have not yet been squared with the fact that memories have shown to be deficient, in addition to which, it is difficult to assess the extent to which happiness is related to income (even relative income) when, as is often the case, so many other variables are changing. Perhaps even more critically, the happiness studies consider changes in “net” income without taking account of whether there have been any additional costs, not only money costs, but also such factors as leisure time lost, more disagreeable commuting, and added pollution in the society concomitant with the rise in “net income.”

13. Opportunity Costs

In the summer of 2005, a study revealed that a large proportion of those who took courses in economics are not able to explain the concept of opportunity costs, one of the most fundamental concepts of the field—the best option foregone when a choice is made. How, if at all, does the behavioral economics affect that finding? First, some behavioral economics experiments have revealed that choices sometimes reflect a seeming indifference to opportunity costs. The clearest examples, in the experiments and in ad hoc real life situations, show that people rarely value opportunity costs as fully equivalent to comparable out of pocket costs. (See example x in Appendix A.) In addition, in many experiments participants decline to sell an item for the same price that the person has paid in the past and would be willing to pay in the market at that same time—though this difference between Willingness to Pay and Willingness to Accept is reduced with repeated experience. Beyond such cases, cultural values can explain choices that are inconsistent with opportunity costs, as in some of the trust games.

14. Applications

How much does all of this really matter to everyday decision making? How, if at all, does it alter what we would conclude by applying mainstream economic analysis?

Consider several areas.

A. Saving. Behavioral economists advising private corporations have shown two ways of increasing the rate of employee saving. First, make participation in an investment plan the default option, the one in which employees are automatically enrolled without having to make an active decision (though allowing them to opt out later, if they wish). When this is done, there is an increase in employee decisions to save, and an increase in their rate of return, even in comparison with options in which employees are offered investment advice, explained the advantages of saving and investing more and then allowed to determine whether to participate and, if so, how much to put into various investment accounts. Second, when employees are asked if they will commit to an increase in their rate of savings out of any future increase in their salary, they end up saving significantly more than if they are asked if they would like to do so after receiving a salary increase, even, in the latter case, after also receiving tutoring on saving and investment from financial advisors. This inclination to “save more tomorrow” means that they are willing to accept a lower discount rate for a given sum of money taken from future income than from current income. Such changes are important for societies in which the level of saving is low—or for any society in which increased savings and investment are sought. These options were suggested by behavioral economists, influenced by what the field has been uncovering. This points up that behavioral economics can achieve results not only by incorporating the findings about human behavior from psychology, the other social sciences and biology, but also by conducting experiments on human behavior directly. Unfortunately, no systematic mapping of behavioral factors is underway; the involvement of behavioral economists in practical matters has been rather limited to date, with the exception of work in behavioral finance. 

B. Behavioral finance. An increasing number of those in finance have adopted the findings of behavioral economics to develop the field of behavioral finance. Basically, the result has been to show that the Efficient Market Hypothesis does not always hold—indeed, that the exceptions to efficient prices are numerous. Several investment funds now incorporate some of the findings of behavioral economics, including one publicly traded group of funds which a prominent scholar of the field helped initiate. The funds in that group include one characterized as “behavioral value,” which has experienced 3, 5 and 10 year rates of return above those of the S & P Index and a “behavioral growth” fund, somewhat less notable, but more successful than the index for two of the three periods.

Many studies have revealed that some financial phenomena can be understood best with models employing agents who are not fully rational. One of the principal contributions of behavioral finance has been in explaining limits to arbitrage, which may not succeed in correcting errors if  traders who are not rational continue in the market for long periods of time, and also, if markets lack perfect substitutes for the incorrectly priced assets. 

Among the aspects introduced from psychology have been matters dealing with beliefs and with preferences. The former include findings on overconfidence, optimism and wishful thinking, regret, and the heuristics, Representativeness, Anchoring and Adjustment, and Availability. With respect to preferences, psychology has had a strong impact through the introduction of Prospect Theory and findings on amiguity aversion.

Evidence supporting the significance of financial phenomena that are not correct include: the long-standing incorrect prices of twin stocks of Shell and Royal Dutch in two leading stock exchanges, the much greater volitility of stock shares than the dividends on which they are presumably based, the excessive premium of stocks compared to bonds, the ability to predict subsequent stock market performance of “losers” among stocks vis-a-vis “winners,” the lag of markets in reevaluating the prices of stocks after earnings announcements that surprise, the persistence for some time of stock groups that earn rates of return above the average, the apparent sensitivity of returns to enterprise size, the verification of some models based on beliefs but with institutional frictions, findings of suboptimal excessive trading, the tendency of many investors to sell winners too soon and hold on to losers too long (the disposition effect), the increase of stock market activity when the level of stock prices have risen, the lack of diversification of many investors, and reasoning involving several separate mental accounts when all involve the same fungible money.

C. Marketing and Organizational Behavior. Marketing employs techniques that are consistent with some of the findings of behavioral economics, and Organizational Behavior stands out as a field in which several leaders have incorporated many of the results, as well as contributing to the empirical findings. Max Bazerman’s Judgment in Managerial Decision Making provides a good summary of this.

There have been fewer efforts to apply the findings of behavioral economics to many sub-fields of economics, however. The following considers the potential in half a dozen areas—labor economics, cost-benefit analysis, industrial organization, law and economics, tax analysis, monetary policy, macroeconomic analysis generally, and development economics.

D. Labor economics. The analysis of labor has paid attention to empirical findings, particularly from sociology, for many years, and stresses the importance of fundamental sociological and cultural foundations of labor supply decisions, but the incorporation of the new, more psychology-influenced behavioral economics has been slow, according to a recent survey by Nathan Berg. In part, this is because even neoclassically oriented economists have long attempted to take account of more empirical realities than in many other areas. Nonetheless, few studies have been based on considerations other than narrowly defined self-interest, maximization and fixed preferences.

Several recent efforts have considered the impact of relative wages and physical exhaustion in affecting effort, and have attempted to explain variable levels of effort and wage rigidity. Efficiency wage theories have been advanced, and, in turn, have been criticized by observations such as employee shirking that is tolerated by employers. Conclusions about workplace morale and the psychological effects of unemployment have been gaining force, especially as a consequence of a major study based on in-depth interviews. Psychology has been introduced more explicitly with psychometric measures of the mental states of workers. This has been undertaken for groups that were unemployed or feared job loss, with efforts made to take account of the effects of the resulting depression on the brain’s memory that may have been great enough even to offset subsequent re-employment and higher wages, all this leading to lower levels of productivity. There has been some attention to the relative position of workers and to “positional goods” as a part of increased attention to emotional considerations. More attention has been given to the effects of stress, anxiety and extra effort on the work force. The variability of effort has been central to the analyses of x-efficiency, the less-than-optimal employment to which even efficiently allocated resources are often put. Labor analyses have emphasized the role of different production systems, of bargaining, of trust and of worker morale on productivity, often independent of any explicit incorporation of findings from the other social sciences. A limited amount of attention has been given to loss aversion behavior in affecting labor supply, but more, to the effects of macro level cultural trends and possible preference changes over time. 

The analyses explaining wage premiums for risky jobs is regarded as too dependent on numerous assumptions. The lack of satisfactory generalizations on the effect of taxes on labor supply also is unresolved for the same reason. Worker heterogeneity studies lead to conclusions that preferences are shaped by the environment, that the greater availability of high level employment affects fertility, the likelihood of women to remain married and the effect of marriage affects the productivity of spouses. Other studies have introduced cultural variables to help explain absenteeism, unions and the role of the work force. 

E. Cost-benefit analysis. Contingent evaluation analyses, essential for cost-benefit analyses such as many environmental projects and other public goods projects for which there is no market, have generally assumed that estimates of the willingness of people to pay (WTP) are a satisfactory proxy for often more difficult to determine, willingness to accept (WTA), as in economic tenet #8, opportunity costs, noted above. Studies have shown that the two are often far apart, however. It is necessary to estimate both in order to arrive at some compromise estimate. In both cases, it is necessary to pay particular attention to the framing of the questions (an aspect that the best contingent valuation analysts were doing even before the extraordinary magnitude of the differences to different ways of phrasing matters was documented by behavioral economists). Moreover, it is necesary to consider the magnitude of any endowment effect, along with considerations arising from choices involving one or more goods or services which are not familiar and for which preferences are developed only after the choices have been made. Another concern for all cost-benefit evaluations is the discount rate that should be used for projects involving costs and benefits over more than one period of time. The utility of many projects varies in different time periods, and for some individuals, the utility is greatest towards the end of the project (as in the case of retirement or bequest nest eggs). It may be appropriate to apply hyperbolic or quasi-hyperbolic discounting or still other approaches.Both the system of discounting costs and benefits and the general approach to contingent valuation may greatly affect the cost-benefit analyses, particularly the ranking of projects. Economists have joined psychologists in beginning to explore this area.

F. Industrial organization (IO). Major applications of IO have been made involving not only antitrust as in years past, but also, the regulation of public utilities, public and private workplaces and the environment, virtually all, however, using mainstream economics analysis, spurred by developments in the subfield of Law and Economics. What follows, which needs to be revised, is a summary of a longer critique of  the most nearly behavioral introductory IO text, Economics of Regulation and Antitrust by K. Kip Visicusi, John M. Vernon and Joseph E. Harrington (Third Edition). It should be noted that most leading IO economists are reasonably aware of the principal findings of behavioral economics but have decided not to incoporate them into their work or to explain why they are not doing so. This—while the microeconomic theory on which IO is based is, indeed, takig note of the finings of behavioral economics.

1. The text, which serves as guidelines for many every day practicioners, slips back and forth between in its assumptions between optimization (notably in dealing with competiton, monopoly and antitrust) and those of, at times, an almost of a satisficing nature (in dealing with much regulation of  business). Even with the latter, however, it does not note that the attainment of objectives may be constrained by the cognitive limitations of humans or by emotional (and visceral) factors.

Moreover, the text asks, What do regulators  maximize? The question might better be, What objectives do regulators attempt to pursue?

2. Cost-benefit analysis and contingent valuation: Comments as noted in Section E. 

3. The text does not provide guidance for how decision makers  should deal with low probability, high consequence events such as flooding, tornados and earthquakes, or for the probability of business failure by successful firms, which some studies suggest, can be counter to the basic attitudes assumed with respect to risk and return.

4. Viscusi et al. Discuss the Structure/Conduct / Performance paradigm of IO which has often guided antitrust proceedings without  introducing recent findings from psychology and the other behavioral sciences to help establish ranges for which  (or situations in which) certain conduct is likely (or unlikely), and for which it is likely to constitute more competitive (or less competitive) behavior.

5. The book acknowledges x-inefficiency but attributes it solely to the lack of competitive  pressure, ignoring the possible role of problems in perception and judgment. It ignores the fact that different heuristics may trigger conflicting respones, as in the case of the preference reversal studies, reflecting the different biases of alternative calculation short cuts.

6. While Viscusi et al. note differences in the definition of barriers to entry, it does not consider whether enterprises are impeded by the perception of the barriers (in addition to the barriers themselves), which may lead to some diffrences in conclusions. There is no consideration of the perception of markets and of competitive threats.

7.  The text presents very summary comments on the  importance of coordination, and even then, almost exclusively in the context of collusion arrangements, ignoring material on the difficulties of coordination within firms. The discussion does not touch on the experiments of the past decade dealing with reciprocal coordination, nor on what is perhaps the closest real world approximation of that, what Simon referred to as enlightened selfishness, both of which can differ in major ways from analyses employing traditional assumptions of maximization.

8. The exposition of game theory, used increasingly in IO, does not incorporate the work of behavioral game theory, which modifies some traditional results (see Appendix C). Basically, behavioral game theory shows the differences in some efforts to optimize when the behavioral characteristics of individuals are taken into account.

9. The treatment of dominant firm/fringe firm behavior does not consider how the use of bounded rationality heuristics and the problems of implementation might affect an analysis so dependent on assumptions of maximization.

10. The discussion of feedback relationships would benefit from consideration of less- than-fully rational but predictable responses, on what has been characterized as intuitive reasoning, on “horizon scanning,” and on behavioral game theory.

11. The text deals with vertical integration as an optimizing means of reducing transactions costs but does not consider whether it may also serve primarily as an insurance mechanism or as a heuristic to cope with situations in which optimizing seems overly difficult.

12. Viscusi et al. does not consider that some arrangements involving price discrimination may represent the use of simplifying heuristics, not mechanisms to maximize, and may not, in fact, lead to greater maximization.

13. The text deals with the pricing power of a monopolist, but does not consider the following types of situations: a) when a firm gains monopoly status but does not raise prices because it misjudges important variables; b) when a firm doesn’t raise prices but it is plausible that prices would be reduced in a more competitive environment; c) when there is predatory behavior, not to maximize, but as a convenient heuristic to drive another enterprise from the market, yet which does not lead to subsequent price increases (but where the more competitve situation might have lead to price reductions or simply to a “a more quiet life” atmosphere for the monopolist).

14. There is no consideration of the problems of implementation, the types of situations in which the problems of implementation are likely to be great, and whether this would alter the analysis.

15. Given the conflicting findings of studies concerning the regulation of utility rates, perhaps it would be useful to consider whether laboratory experiments or open ended interviews might contribute to alternative analytical models. The book does not consider whether some adverse responses to deregulation reflects inadequate deregulation (perhaps involving lack of a Just Noticeable Difference) or unrecognized behavioral responses. The statement that economic efficiency may sometimes require pricing that conflicts with notions of fairness needs to be coupled with the findings of the ultimatum and trust experiments with which it appears to be in conflict.

16. Several discussions would benefit from endowment effect studies that reveal major differences between Willingness to Pay and Willingness to Accept.

17. The discussion of franchsing and auctions should take account of the fact that various findings, notably the Federal Communications Commission spectrum aution findings reveal that predictions derived from mainstream economic theory regarding the likely number of auction participants and the behavior expected from them, have proved highly inaccurate.

18. The text needs to consider the kinds of response that can be expected from particular types of regulation (and particular types of presentations) in the light of the use of heuristics and the findings of experimental economics and experimental psychology, and also, of earlier studies by economic psychologists (such as those dealing with differential tax compliance with different types of tax forms).

19. Viscusi et al. needs to consider the role of framing in influencing decision making in general, especially in the case of low probability, high consequence events (which may be particularly subject to distortions resulting from “availability cascades), but also in a wide variety of aspects, among them, sensitivity analyses. 

20. Discusions of environmental regulation should consider the role of emotional behavior. Moreover, the evaluation of enforcement and performance might attempt to take account of the role of, and the motivating forces underlying corruption.

21. The nature of plausible behavioral responses should be taken into account in evaluating patents and alternative mechanisms to foster innovation.

G. Law and Economics. The ties between economics and the law have been increasing. In the past U.S. courts were not inclined to award damages for gains that were prevented from being realized in contrast with those for damages actually incurred; they did not accept the economic principle that oportunity costs should be valued as equal to out-of-pocket costs. However, during the past two decades there has been a growing tendency to incorporate the principles of mainstream economics into the law. Basically, this has involved viewing individuals as having stable preferences, attempting to do the best they can, and possesing a level of information that permits maximization or as seeking to obtain that information, with the aid of advisors if necessary. Unfortunately, this has involved, in the words of behaviorally oiented practictioners, a failure to recognize the effects of bounded rationality, bounded will-power, and bounded self-interest (the inclination to consider others, especially in acts of reciprocal cooperation). One of the most important consequences of these limitations is to deny the Nobel Prize winning argument that the initial assignment of entitlements will not affect the ultimate allocation of resources so long as transactions and wealth effects are absent (or minimal), and thus, that court holdings in that area, would often be modified by bargaining between the former litigants. Endowments do matter, even if that is not rational in terms of mainstream economics, and emotions certainly enter into play. Moreover, notions of fairness rather than neutral considerations of efficiency explain much of what the legal system does (or endeavors to do), as in the case of many of the laws that are intended to help the poor and others that place constraints on individual action. Beyond that, an increasing number of laws reflect real (or perceived) limits in the rationality (or ability) of individuals to protect themselves in their own interest.  Sometimes this is mistaken, but all too often, the laws end in providing that protection at costs that exceed the value of the protection provided. Some prominent lawyers and economists are attempting to modify the movement to incorporate economic principles into the law so as to reflect the emerging findings of behavioral economics.

H. Tax incentive alternatives. Economic psychologists have long shown that the framing of tax forms and the background explanations offered can lead to differences in the way in which information is perceived and the degree of tax compliance. Tax compliance also is powerfully influenced by social norms, individual ethics, the level of satisfaction with society, and, perhaps most important of all, law enforcement. Second, the analyses depend in part on the degree to which enterprises—or any sectors of enterprises that are singled out—seek to maximize profits and are able to do so. Third, the general assumption that enterprises are risk averse, at least with respect to additional income, needs to be modified. Some enterprise leaders—particularly entrepreneurs in new activities—and some entire categories of industries, appear to be neutral with respect to risk, and even risk takers for a considerable range of income and profit. In addition, even risk averse enterprises, may be risk takers—i. e., may be loss averse—when losses seem likely, at least for initial amounts of loss (though limited empirical work suggests they are likely to revert to risk aversion at some point). Moreover, other companies, particularly, long established large ones (even smaller enterprises in countries such as Uruguay), may be risk averse, not only for situations in which losses are possible but even in contexts in which the expected value of overall outcomes are positive but there is some possibility of major adversity.

I. Monetary policy.  In addition to the considerations taken into account in mainstream economic analysis, the impact of monetary policy is influenced by differences in the intertemporal discount rate employed by different groups in the economy—and that is used for different types of projects even by the same groups, by the degree to which there are switches between risk taking and risk averting with changes in the interest rate, and by the degree of money illusion, which may differ among various groups in the economy and for different undertakings within the same groups.

J. Macroeconomic analysis generally. A prominent European macrotheorist remarked more than a decade ago that macroeconomic analysis really needed what behavioral economics could offer, and in the early 1990s, George Akerlof won a Nobel Prize in part for his work contributing to behavioral macroeconomics. The strong potential is further suggested by the work of Thaler and others with respect to saving, noted above. Even so, there has been little progress in applying the behavioral approach to macro. In addition to the factors cited for monetary policy, consideration also should be given to differences between the Willingness to Pay (WTP) and the Willingness to Accept (WTA) for the projects that are components of macroeconomic policy.

H. Development Economics. Surprisingly few development economics publications of an academic or policy orientation reflect the findings of behavioral economics, even at the micro level. Moreover, the laboratory experiments dealing with ultimatum games and trust experiments that suggest the apparent role of cultural differences in explaining differences in findings between countries (and between different ethnic groups within countries) with respect to what is regarded as fair, do not appear to have been applied to development economics. This is all the more remarkable given the longstanding characterization by some observers of certain economic results (such as those of globalization) as lacking in fairness in political and social terms. Of course, the principal reason for including the findings of behavioral economics in the field of Development would be to conribute in a positive way to development outcomes. Though there are rwo-three economists in the World Bank who are convinced of the value of behavioral economics, and one-two in the Inter-American Development Bank, the prevailing approach of economics in both organizations remains quite orthodox (and that is not altered by the presence of professionals on the staff of both institutions who have training in anthropology, sociology and political science--though not psychology, perhaps--but who are used for purposes other than the strengthening of the assumptions used in the economic anlaysis). One qualification: behavioral analysis has been applied to some aspects of international economics.

Appendix A. Studies Documenting Behavioral Anomalies

Appendix B. The Ultimatum and Trust Experiements

Appendix C. Behavioral Game Theory
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